Studijní obor   2301T034  Přístrojová a řídicí technika
Study Specialization 2301T034  Instrumentation and Control Engineering

The requirements for the final state examination for

“Engineering Informatics” and “Design of Data Management Systems”
1. The definition of information, properties. The purpose of information, the receiver of the information, the way of transfer of information, (signal), quantitative and qualitative concept of information, data.
2. Communication, transfer of information and the amount of transferred information. 
3. Communication protocols.
4. Coding, codes, security codes. 

5. The devices for transfer of information – modems, concentrators, multiplexors, signal shape modifiers, electrical and optic cables. 

6. Computer networks. 

7. The layered software architecture for local networks. The characteristics of layers according to ISO. 

8. Abstract data structures: table, stack, queue, list. The notion of the pointer and the dynamic variable. Linear joint lists and using them.
9. Abstract search methods: direct, sequential, half-dividing. Sentinel. The method of a key transformation.
10. Abstract sort methods: direct sorting, bubblesort, shakesort, quicksort.
11. Binary trees. AVL trees. Searching within the trees. Rotation of the AVL tree.

12. Object oriented programming.

13. Database, database management system, database system, information system-definition, properties. 

14. Basic data models (hierarchical, networked, relational). 

15. Relational database (relation, operations with relations, integrity restrictions) 

16. Operations on relational databases. 

17. The basics of SQL. 

18. The architectures of DBMS. 

19. Database systems (types and examples). 

20. Methods and methodologies for analysis and design of program systems. 
21. Object modeling techniques (OMT). 

22. The representation of dynamic dependencies in UML. 

23. CASE systems. 

24. The knowledge and expert systems (types, examples, examples of the use). 

25. Basic ways of expressing the uncertainty in decision-making and data management systems. 

26. Fuzzy sets (basic terms, operations with fuzzy sets, fuzzy numbers, and fuzzy number arithmetic). 

27. Linguistic variable, linguistic value, linguistic approximation. 

28. Fuzzy logic and Fuzzy modeling. 

29. Rule based systems. 

30. Expert system (modular structure of knowledge representation, inference engine). 

31. Fundamentals of artificial neurons and neural networks, basic architectures of artificial neurons and networks, Perceptron, HONU, MLP, training, validation, and testing. 

32. Sample-by-sample (incremental) supervised machine learning, backpropagation chain rule, Gradient Descent (GD), RLS vs. GD, selection of learning rate, usage, advantages and weaknesses.

33. Batch supervised machine learning, Levenberg-Marquardt (formula, parameters), Conjugate Gradients (principle, parameters), usage, advantages and weaknesses.

34. Neural networks with Radial Basis Functions (RBF NN), principle, parameters, training of RBF neurons, combination with MLP, usage, advantages and weaknesses.

35. Self Organizing Maps, neurons and architectures of SOMs, principle of learning, usage, advantages and weaknesses.
